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Introduction


In the last decade, there has been an increased interest in examining the effectiveness of instructional technology both k-12 and post-secondary classrooms. Many of the early studies focused on the effectiveness of technology on student achievement. In the last five years, this focus has expanded to include how and why teachers chose to use, or not to use technology in their lessons. The work of Vannatta and Fordham (2004) has sought to identify factors that best predict a teacher’s use of classroom technology. In another study, Wang, Ertmer, and Newby (2004) have specifically looked at the beliefs and self-efficacy of pre-service teachers towards the use of instructional technology (IT). Although these initial studies have shed light on a rather dark area of educational research, they have not examined content specific areas. Of note is the paucity of research available that specifically examines the use of IT in the world language classroom. 

The use of technology in the world language classroom has been widely used to improve the language skills of the learner. It has also greatly affected how instructors expose their students to the many cultures of the target language. In general, earlier studies have shown that the use of technology to enhance language learning has greatly varied. Two more recent reports have focused on the use of technology to enhance language learning at the post-secondary level. The first sought to identify the most common technologies used in world languages (Arnold, 2007). The results indicate that the most commonly used technologies by post-secondary language teachers are rather low-tech, including overhead transparencies, music, and videos. Even though the field of foreign/world language education has a new focus on developing communicative skills, many instructors do not see the interactive benefits of IT (Lam, 2000). Therefore, the use of IT is often limited to out-of- class assignments or online drills that are designed to develop a specific grammatical structure.  Even with the findings presented in these studies, the question as to why some language instructors use technology while others do not has not been fully explored.


The intervention study by Wang, Ertmer and Newby (2004) sought to test the effects of vicarious learning experiences and goal setting on pre-service teacher self-efficacy for integrating technology in the classroom. The intervention was a two hour lab session where one control and three experimental groups were asked to explore one or both of two technologies: VisionQuest and/or WebQuest. Specifically, the researchers posited that the teaching simulations provided in VisionQuest would serve as vicarious instructional experiences and that the goal-setting process in the WebQuest activity would both positively impact the pre-service teachers’ self-efficacy towards technology. 


The methods used in this study included exploratory factor analysis (EFA) to establish the validity and reliability of the survey instrument and to identify any latent variables.  The results of the EFA showed that the survey questions connected with two constructs: external factors that influence a teacher’s self efficacy towards technology, and the teacher’s self-perceptions of his/her technology capabilities. Once the instrument was determined to be valid and reliable, the researchers collected pretest / posttest data and then used ANOVA for comparing group differences. The results show that while vicarious learning experiences and goal setting had individually contributed to pre-service teacher self-efficacy, the combined effects of both variables yielded the largest difference. The researchers call for replicated studies that allow for a longer treatment period and that include participants from different teacher education programs.


The present study draws upon the previous research in order to investigate the effects of technology training on the self-efficacy of pre-service world language teachers. Due to the growing interest in the use of teacher web pages and web blogs in classroom instruction, the researcher chose an intervention that focuses on macromedia training. Although there is a need to investigate the effectiveness of these technologies on student achievement, the objectives for this study are directed toward pre-service teacher training. 

Research Questions


This study specifically sought to answer the following research questions:

1. Do the survey items capture the two latent variables (external influences and self-perceptions of technology capabilities) that are associated with pre-service teacher self-efficacy? 
2. Do external influences and self-perceptions of technology capabilities capture the pre-service teacher’s self-efficacy towards the use of technology in the class room?
3. Does macromedia training have an effect on a pre-service teacher’s self efficacy towards using technology in the classroom?  That is to say, is there a difference from pretest to posttest in the self-efficacy of pre-service world language teachers toward the use of technology in the classroom?
4. Do prior technology skills have an effect on differences in pre-service teacher self-efficacy (from pretest to posttest)?
Methods

Design


This study is a quasi-experimental between-groups design. The participants were pre-service world language teachers in attendance at either a national or regional conference for world language educators. As part of the conference, the pre-service teachers were given the choice to attend one of the two workshops on macromedia training. The first workshop was a 4-hour overview of current instructional technologies used in the world language classroom. The second workshop was an 8-hour hands-on training session that took place over two days. Attendees of the 8-hour workshop were able to practice creating a web page using DreamWeaver and a web blog using www.blogger.com.  

The convenience of having so many pre-service world language teachers present at two large conferences was beneficial but it also led to some limitations in the design. Allowing conference attendees to select the workshop of their choice resulted in an unbalanced design. Additionally, random sampling could not be established, treatment group sizes varied, and equal distribution of participants based on their prior technology skills could not achieved . Prior to the collection of data, approvals were obtained from the university’s Human Subjects Research Board and the consent of each participant was obtained.

Participants

The participants of this study included 1022 pre-service world language teachers who were in attendance at a national or regional conference. The participants had individually and independently enrolled in one of the two workshops through a registration process established and maintained by each conference. The total participant sample of pre-service world language teachers (N = 1022) could not be randomly assigned to the comparison and program groups. These groups were formed based on the individual choice of each participant. The program (experimental) group consisted of 729 participants that attended the 8-hour workshop. The comparison group (control group) consisted of 293 participants that attended the 4-hour workshop.
Data Collection Instruments 

There were two primary instruments used to collect data in this study. Demographic information on each participant was collected by using a short questionnaire that was attached to each of the following instruments. 

Computer Technology Integration Survey.  This 21-item Likert-style survey was used to measure the participants’ self-efficacy toward technology use in the classroom. The scale of possible responses for each item ranged from 1 = strongly disagree to 5 = strongly agree. This survey was developed and tested by Wang, Ertmer, and Newby (2004) for construct validity and overall instrument reliability. Using EFA to identify constructs and then Cronbach alpha coefficients to evaluate reliability of the instrument, it was determined that this survey is highly reliable for capturing the measurement of two constructs: self-perceptions of technology capabilities (16 items), and external influences for using technology in the classroom (5 items). 
Stages of Adoptation of Technology. This instrument was used to obtain the self-perceived technology skill level of each participant. It is a single-item survey which asks the participant to select a single stage that best describes his/her current stage for adopting technology. Because this is a one item survey, there is no measure for internal consistency. However, Christenson and Knezek (1999) report that a high test-retest reliability has been established using a sample of over 500 K-12 teachers.
Data Collection Procedures 

Attendees of both workshops at each of the two conferences were offered the option to participate in the study. The researcher was careful to ensure that participants did not participate in the study twice by attending both conferences where the workshops were held. While the attendees of the first conference were allowed to attend one of the workshops at the second conference, the researcher had asked that they not participate in the study more than once. 
At the beginning of each workshop, each participant completed the Computer Technology Integration Survey. This data served as the pretest scores for each group. The comparison group then completed the 4-hour workshop on the general use of technology in the world language classroom, while the program group attended the 8-hour workshop that included specific, hands-on macromedia training for both creating a web page and a web blog. At the end of each workshop, the participants of each group completed the Computer Technology Integration Survey. This data served as posttest scores for each group. In addition, the participants were also administered the single question Stages of Adoptation of Technology survey at the end of the workshops. This survey provided data on the participants’ self evaluations of their prior technology skills.
Statistical Data Analysis

The analysis of latent variables such as perceived capabilities and self-efficacy is often done using multiple regression analysis for ANOVA purposes. The problem with this approach is that it does not consider the random error of the independent, or exogenous, variables (Raykov & Marcoulides, 2006). An alternative analysis that is able to account for the random error of exogenous variables is structural equation modeling (SEM). SEM is preferred because it accounts for the random error in observed scores, thus allowing the researcher to compare group means based on true scores. According to Raykov and Marcoulides (2006), the benefits to using SEM extend beyond the consideration of random error of independent variables. Using SEM methods also allows the researcher to hypothesize possible relationships among variables a priori, thus improving the power of the test. These hypothesized relationships may include both direct relationships between variables as well as indirect relationships that are mediated through intervening variables (Raykov & Marcoulides, 2006). It is for these reasons that the researcher has selected to employ SEM procedures using Mplus software for this study.

The hypothesized model for the present study is illustrated in Figure 1.  The purpose of the first research question is to determine if the two latent variables (external influences F1, and self-perceived technology capability) are captured by the individual survey items on the Computer Technology Integration Survey. The researcher performed an EFA using SPSS to determine the overall reliability of the questions as well as the construct validity. In addition to testing for validity and reliability, the EFA output was also used to determine factor retention. To answer the question of how many factors should be retained in the model, the eigenvalues obtained from the actual data in the EFA were compared with the eigenvalues generated randomly by performing a parallel analysis (PA). As noted by Hayton, Allen, and Scarpello (2004), factors from the real data that have eigenvalues greater than the corresponding eigenvalue from the random data should be retained. 


Prior to comparing groups on latent variables, it is suggested that two preliminary tests be conducted (Thomas & Dimitrov 2007). First, it is necessary to consider that the errors in the independent variables from pretest to posttest may be correlated. Second, the researcher should also seek to confirm that the self-efficacy constructs have the same meaning for both the comparison and program groups (Thomas & Dimitrov, 2007). The processes for testing autocorrelation of errors and for testing measurement invariance can be conducted through confirmatory factor analysis using Mplus. First, the researcher confirmed that the models used in these analyses were a good fit for the data. Goodness of fit statistics include the comparative fit index (CFI); the Tucker Louis index (TLI); standardized root mean square residual (SRMR) and the root mean square error of approximation (RMSEA) with the 90 percent confidence interval (CI). According to Thomas and Dimitrov (2007), if these indices indicate that the model is a good fit, then the researcher is able to proceed with testing the significance of chi-square differences among the models. Second, the researcher used the chi-square values available on the CFA output for each model to test the significance of the differences between the models.

The remaining research questions for this study are structural in nature. That is, they examine the relationships among latent variables. To address these questions, the Multi-indicator-multi causes (MIMIC) model for SEM was employed. Once again, a CFA was conducted to determine that the MIMIC model is a good fit for the data. Then, the factor loadings for each indicator and the path coefficients between factors and groups were examined for statistical significance. Also, the group means of both the control and program groups were compared from pretest to posttest. To control for pretest differences on the Computer Technology Integration Survey, a separate test was conducted using the prior technology skills as a covariate, a procedure similar to ANCOVA. Finally, using the path coefficients and the residual variances from the MIMIC model output, the effect size for the two constructs was calculated.
Results

It is important to note that the data used in this analysis was not collected using the aforementioned instruments. Instead, the researcher adapted the data from the TD DATA file that was accessed through the course BlackBoard site. To adapt the data, an EFA was conducted using SPSS. The results indicated that four constructs emerged from the 22-items on the data collection instrument. To strengthen the potential for successfully reproducing the correlation matrices from the data using the hypothesized model in this study, the researcher selected the first two constructs that emerged because they offered the most number of test items. This was an important consideration for testing measurement invariance, as some items may need to be freed from the model in order to improve its fit. The result was an adapted data file that contained 14 items and two latent variables.

Exploratory factor analysis. The researcher conducted a parallel analysis in order to determine the ideal number of factors to retain in the hypothesized model. The random value eigenvalues from the PA can be found in Appendix A.  The EFA output from SPSS can be found in Appendix B1-B5. The results show that the randomized eigenvalue for item three (1.118) was greater than the corresponding eigenvalue from the data (.993). There are two factors above this value on the EFA output, indicating that the hypothesized model should retain both of these factors. Also, the R-squared statistic indicates that 61 percent of the variance in these two factors can be explained by the 14 items on the survey instrument. However, it should be noted that this analysis was conducted for illustrative purposes only as the data used was actually adapted from another study.

 
Autocorrelation of errors. Before testing nested models, a CFA was conducted to determine if the hypothesized baseline model was an overall good fit for the data. The results   in Table 1 show that the confirmatory factor analyses for the validation of two hypothesized factors underlying the 14-item instrument indicates a slightly less than adequate model fit for both pre-and post treatment data. Although the fit statistics for RMSEA with the 90 percent CIs were larger than recommended for a goodness of fit determination, the CFI, TLI, and SRMR fit statistics indicate a slightly less than adequate fit. In addition, all parameter estimates were statistically significant (p < .05), with critical ratios varying from 17.30 to 30.09. 

Following the baseline model goodness of fit test, a CFA was performed on two nested models. Model one was with error and model two was without error. The results of the CFA are provided in Table 2. The fit statistics show that model one is a better fit for the data. (Model 1: CFI = .920; TLI = .909; SRMR = .059; RMSEA = .063, 90% CI = .061, .066; Model 2: CFI = .888; TLI = .877; SRMR = .059; RMSEA = .074, 90% CI = .071, .077). The difference between chi-square statistics for the two nested versions (Table 3), with and without correlated residual item errors, indicated a statistically significant difference, (2 (14, N = 1022) = 566.66, p < .05. This provides support to the expectation that having autocorrelations between the item residuals for pre-test to post-test makes sense and improves the model fit. Because the model with errors is a better fit, the researcher included it in the MIMIC model for comparing groups on latent variables.


Invariance of slopes and intercepts. The CFA results for baseline models and nested models for the test of measurement invariance can be found in Table 4. The fit statistics from the CFA conducted on baseline models for both treatment groups (1= compare; 1 = program) indicate that the baseline models and the nested models are each a less than favorable fit for the data. Although the RMSEA for each of these models is a cause for alarm, the CFI, TLI, and SRMR are slightly less than adequate. Therefore, the researcher continued to test for invariance of slopes and intercepts using chi-square differences with the knowledge that the models are not as good a fit as they should be. 

The results of chi-square differences on Table 5 show that the assumptions of invariance of slopes and intercepts for the model have been met. For invariance of slopes, there is no statistically significant difference between Model 0 and Model 1, ((2 (12, N= 1022) =  21.37, p < .025. In addition, there is no statistically significant difference between Model 1 and Model 2, ((2 (12, N= 1022) = 8.88, p < .025. It should be noted that at the .05 level, the chi-square differences between Model 0 and Model 1 were statistically significant. Examination of the modification indices indicated that one of the factor loadings in the Model 1 could be freed. A CFA on Model 1B freeing item nine was conducted. However, the results for Model 1B did not improve the over all results for meeting the assumption of invariance of slopes. Because the statistical significance between the chi-square critical value and the chi-square differences for the two models was minimal, the researcher elected to use a chi-square critical value at the .025 level, thus allowing the assumption of invariance of slopes to be met.

Mean Structure Analysis. For the two groups of pre-service world language teachers (compare = 1, program = 2), a structured means analysis was performed using the Mplus output for Model 2 (testing invariance of intercepts).The results show that there is no statistically significant difference between groups on the factor for self-perceived capabilities on the post-test scores. Specifically, the mean of the program group on self-perceived capabilities was .095, S.E. < 2.00. However, the results do show that there was a statistically significant difference between groups on perceived external influences on the post-test. Specifically, the mean of the program group for external influences was .229,  S.E. > 2.00.


MIMIC Model. The results of the CFA conducted on the MIMIC model show that the model is an adequate fit for the data (CFI = .919; TLI = .908; SRMR = .045; RMSEA = .060, 90% CI = .057, .063. The full model with factor loadings and path coefficients can be found in Figure 2. First, one should note that the pretest factor loadings, or regression slopes, associated with the one-way arrows from the two constructs to the observed variables are almost identical to their counterparts on the posttest. Of interest are the negative factor loadings for items X2, Y2. This indicates that the comparison group scored higher on this item than the program group. More detail on this item will follow in the discussion section.


As with the factor loadings, the path coefficients associated with the one-way arrows from the pretest self-efficacy towards technology scores to the two constructs are also almost identical. Also, the results of the mean structure analysis are confirmed as the results show that the mean score of the program group on self-perceived capabilities (.039) was not statistically significant, but the mean score of the program group on external influences (.211) was statistically significant. Note that these means scores are not identical to the mean scores obtained by the mean structure analysis. This can be attributed to the control for pretest differences on self-evaluated prior technology skill. The correlation between the pretest self-efficacy scores and prior technology was statistically significant. The finding that there were no differences between groups from pretest to posttest on F1 (self-perceived technology capabilities) was rather unexpected and will be explained in the discussion section.


Effect size of factors on groups. The effect size for pretest and posttest scores on self- efficacy of technology for both treatment groups was computed. The results show that the effect size for pretest self-efficacy scores on group differences is very small (.045). Also, the effect size for posttest self-efficacy scores on group differences is still considered small (.20). In addition, an effect size was calculated for posttest self-efficacy scores on prior technology groupings. This effect size is considered very high (1.08). These findings are consistent with the earlier results that showed no significant difference between groups on self-perceived technology capabilities. An interpretation of these findings will be given in the next section.
Discussion

This study sought to examine the effects of macromedia training on the self-efficacy of pre-service world language teachers towards the use of technology in their classrooms. It has been hypothesized that the self-efficacy of teachers towards the use of instructional technology can be captured by two latent variables; their self-perceived technology capabilities and their perceptions of external influences. It has also been posited that these two latent variables can be captured by the items on the Computer Technology Integration Test. In addition, there is a question as to whether or not interventions, such as workshops and seminars, have an effect on a teacher’s self-efficacy towards instructional technology. 

A strict interpretation of the results begins with acknowledging that the hypothesized base model is a slightly less than adequate fit for the data. However, as noted in Thomas and Dimitrov (2007), most studies involving treatment effects are measured indirectly by traditional pretest-posttest designs that do not account for the error in the independent variables. Even with a slightly less than adequate fit of the hypothesized model, this study began with a test for the autocorrelation random errors of the test items which allowed the researcher to improve upon the hypothesized base model. Therefore, any random error that could have occurred while the participants completed the surveys, such as outside noise or individual health issues, is accounted for in the final MIMIC model.

Another significant finding was meeting the assumption of measurement invariance. In any pretest-posttest design, there is the chance that the participants will interpret the constructs differently for each occasion that they take the test/survey. The assumption of equal variances is referred to as homoscedasticity in multiple regression and homogeneity of variance in ANOVA. In SEM, the variance of slopes and intercepts for latent variables is referred to as measurement invariance, or invariance of slopes and intercepts. In this study, meeting this assumption assures the researcher that there was no statistically significant difference in the participants’ interpretations or perceptions of external influences and/or self-perceived technology capabilities from pretest to posttest.


With these findings in mind, a MIMIC Model was constructed to test the group means on the latent variables. The findings for model fit are very encouraging as they indicate that the MIMIC model is a good fit for the data collected in this study. However, there were some rather disturbing findings that emerged in the mean structure analysis and were confirmed in the MIMIC model. Based on the previous study by Wang, Ertmer, and Newby (2004) and basic logic, one would assume that of the two factors used to capture self-efficacy, the factor for self-perceived technology capabilities would be more significant than the factor for perceived external influences. Yet the mean scores between groups from pretest to posttest on these two factors told a different story. This can perhaps be attributed to the fact that the data obtained from the Computer Technology Integration Test. On the same line of reasoning, there was one negative factor loading that related to question three. The interpretation of this result is that the participants of the comparison group scored higher on this item than the participants in the program group. This would make sense if question three was worded in such a manner that a higher score would actually indicate a lower self-perception of technology capabilities. However, this was not the case. Again, this finding may be due to the fact that the data used was not actually related to the survey questions on the Computer Technology Integrated Test.

Finally, there should be some discussion on the effect size of the factors on the treatment groups and on the five groups based on prior technology skills. The small effect sizes for both pretest and posttest self-efficacy scores on groups (compare and program) indicate that the effect of macromedia training on the self-efficacy of pre-service world language teachers towards technology is rather small. This conclusion is also supported by the fact that the group means were only statistically significant on the factor for external influences. The lack of statistically significant differences among the group means for the factor self-perceived technology capabilities could be explained by the low effect size of macromedia training. This is because it is a logical assumption that training in macromedia technology should have a greater positive effect on a teacher’s self-perceived technology capabilities than on their perceptions of external influences to effectively use instructional technology. As stated earlier, these rather odd findings are most likely due to using a data file that was adapted from another study.
Limitations and Recommendations
There are a few limitations that should be considered when drawing conclusions from the results of this study. First, the lack of a balanced design with random assignment of participants must be considered. While every member of the sample population had an equal chance to participate in either the comparison or control group, that placement was not in the control of the researcher. The resulting unbalanced design could lead to misleading results of the study as it is possible that non-accounted for characteristics of individuals could alter the data. For example, it is unknown if gender had an effect on the results. Future research that seeks to replicate these findings should consider these limitations in their design.
Another limitation is that this study examined only two factors to capture the self-efficacy of technology.  Logically speaking, there are many variables that could influence a pre-service teacher’s self-efficacy toward instructional technology. For example, self-esteem, exposure to technology, years of education, and type of teacher education program (graduate vs. undergraduate), should be considered in future models.
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Table 1  

	Confirmatory Factor Analysis on Hypothesized Baseline Model with Two Latent Variables (F1 and F2)

	
	(2 (76)
	N
	CFI
	TLI
	SRMR
	RMSEA
	90% CI for 

RMSEA 

	
	
	
	
	
	
	
	Lower
	Upper

	Pre-test for F1 and F2 indicators
	658.59
	1022
	.923
	.908
	.049
	.087
	.081
	.093

	Post-test for F1 and F2 indicators
	797.06
	1022
	.912
	.895
	.053
	.096
	.090
	.102


Note. CFI = comparative fit index; TLI = Tucker Louis index; SRMR = standardized root mean square residual; RMSEA = root mean square error of approximation.

Table 2
	Confirmatory Factor Analysis on Model 1 (Pre-test/Post-test with Errors)  and Model 2(Pre-test/Post-test without Errors)

	Model
	(2 
	df
	CFI
	TLI
	SRMR
	RMSEA
	90% CI for 

RMSEA 

	
	
	
	
	
	
	
	Lower
	Upper

	Model 1 (with error)
	1699.71
	332
	.920
	.909
	.059
	.063
	.061
	.066

	Model 2

 (without error)
	2266.27
	346
	.888
	.877
	.059
	.074
	.071
	.077


Note. CFI = comparative fit index; TLI = Tucker Louis index; SRMR = standardized root mean square residual; RMSEA = root mean square error of approximation.

Table 3

	Test for Chi-Square Difference between Model 1 (with errors) and Model 2 (without errors)

	Model
	(2 
	df
	((2
	(df

	
	
	
	
	

	With
	1699.71
	332
	
	

	Without
	2266.27
	346
	566.56
	14


Note. Chi-square critical values table obtained from http://www.itl.nist.gov/div898/handbook/eda/section3/eda3674.htm, the critical value for df = 14, p<.025 is 26.12. The chi-square difference of 566.56 exceeds the critical value and is therefore statistically significant at the p < .025 level. Therefore the model with error is a better fit.
Table 4

	Test of Invariance of Slopes and Intercepts

	Model
	(2 
	df
	CFI
	TLI
	SRMR
	RMSEA
	90% CI for 

RMSEA 

	
	
	
	
	
	
	
	Lower
	Upper

	Base Compare
	318.43
	76
	.881
	.857
	.065
	.0104
	.093
	.116

	Base Program
	592.21
	76
	.917
	.900
	.051
	.097
	.089
	.104

	Model 0 
	910.64
	152
	.908
	.890
	.056
	.099
	.093
	.105

	Model 1
	932.01
	164
	.907
	.897
	.062
	.096
	.090
	.102

	Model 1B
	932.01
	164
	.907
	.897
	.062
	.096
	.090
	.102

	Model 2
	940.89
	176
	.907
	.904
	.059
	.092
	.086
	.098


Table 5

	Test for Invariance of Slopes and Intercepts using Chi-Square Differences

	Model
	(2 
	df
	((2
	(df

	
	
	
	
	

	Model 0
	910.64
	152
	
	

	Model 1
	932.01
	164
	21.37
	12

	Model 1B
	932.01
	164
	21.37
	12

	Model 2
	940.89
	176
	8.88
	12


Note. Critical values obtained from chi-square critical values table obtained from http://www.itl.nist.gov/div898/handbook/eda/section3/eda3674.htm . 
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  General Hypothesized Model








Note:  FX1 = External influences pretest; FX2 = self-perceived technology capability pretest; FY1 = External influences posttest, FY2 = self-perceived technology capability posttest; Pre SE of Tech = Pretest on self-efficacy toward technology; PST SE of Tech = Posttest on self-efficacy toward technology; Prior Tech = self-evaluation of technology skills
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